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EXECUTIVE SUMMARY

The Third International Symposium on Space Mission Operations and
Ground Data Systems (SpaceOps 94) is being held November 14-18, 1994, in
Greenbelt Maryland, USA, and is hosted by the NASA Goddard Space Flight
Center. More than 400 people from nine countries are attending. This
symposium follows the Second International Symposium that was hosted by the
Jet Propulsion Laboratory in Pasadena, California, during Novetnber 1992. The
First International Symposium on Ground Data Systems for Spacecraft Contral,
conducted in June 1990, was sponsored by the European Space Agency and the
European Space Operations Centre.

The theme of this Third International Symposium is "Opportunities in
ground data systems for high efficiency operations of space missions".
Accordingly, the Symposium features more than 150 oral presentations in five
technical tracks:

'» Mission Management
+ QOperations

¢ Data Management

= Systems Engineering

» Systems Development

These five tracks are subdivided into over 50 sessions, cach containing three
presentations. The presentations focus on improvements in the efficiency,
effectiveness, productivity, and quality of data acquisition, ground systems, and
mission operations. New technology, techniques, methods, and human systems are
discussed. Accomplishments are also reported in the application of information
systems to improve data retrieval, reporting, and archiving; the management of
human factors; the use of telescience and teleoperations; and the design and
implementation of logistics support for mission operations.
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FOREWORD

We weleome you to SpaceOps 94! The Goddard Space Flight Center is pleased
to host and sponsor our biennial symposium this year. We intend to maintain the
same high standards set by our predecessors--the Jet Propulsion Laboratory in 1992,
and the European Space Agency with the European Space Operations Centre in 1990.

Like other participating organizations, we benefit from the shared knowledge
and combined experiences that are topics of discussion at the SpaceOps 94
symposium. Best of all, we benefit from seeing each other face-to-face and having
the opportunity to discuss in pergon technical issues of mutual, often compelling
interest.

The large number of papers submitted to the SpaceQOps 94 committee for
acceptance and the praojected attendance of over 400 of our colleagues should mean
we are in for another splendid symposium this year. We believe these numbers
mean that biennial meetings of our international space mission operations
community are needed and are viewed as productive.

During the four days of our Symposinm, more than 400 people from nine
countries will hear more than 150 papers presented, as well as keynote, plenary, and
panel talks by individuals from throughout the world. The papers in this
proceedings docurment describe a wide range of ideas and experiences in our field
that are developed from the perspectives of international space programs and their
supporting industries.

Qur review of the papers indicates that future space mission operations will be
strongly influenced by the following kinds of challenges and objectives:
* Empowering operators to perform at higher intellectual levels by the
increased use of artificial intelligence
* Standardizing protocols, formats, databases, and operationa to enable
simultaneous and economical support of multiple missions
* Dealing with the science data avalanche
* Converting yesterday's and today's mission experiences into the "corporate
knowledge" databases of tomorrow '
¢ Sharing national resources in cooperative space ventures.

We wish you a rewarding week, We also wish for, and look forward to, greater
interaction between our people and our countries--not just at our symposia, but in
our everyday working world as we learn to achieve increasingly successful and
productive space mission programs,

.7
Donald D. WilS(m@/( ‘
General Chatr Executive Committee Chair




PREFACE

I would like to acknowledge the fine support of Laura Capella, Todd Del
Priore, and April Johnson in the preparation of the manuscript for this document,
which included entering data and creating FileMaker Pro scripts on the Macintosh
computer to produce the the table of contents and author index.

If you have Internet access, I invite you to navigate to the NASA "Hot Topics"
page using URL address hitp:/hypatia.gsfc.nasa.gov/NASA_homepage.html.
Possibly, using this path, you already may have accessed the World Wide Web
information pages on SpaceQps 94, and we solicit your comments on what you find
there. It is reasonable to assume that the call for papers and other information on
the next SpaceOps (in 1996) will be similarly accessible a few months in advance.
Please inform potentially interested colleagues regarding this information resource.

r’i-"ldﬁm

mes L. Rash/NASA/GSFC
Editor
Publications Committee Chair
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ECONOMICAL GROUND DATA DELIVERY
Richard W, Markley, Russell H. Byrne, and Daniel E. Bromberg

Iet Propulsion Laboratory
California Institute of Technolo
Pasadena, Califomnia, 91 1(%}

ABSTRACT

Data delivery in the Deep Space Network (DSN) involves transmission of a small
amount of constant, high-priority traffic and a large amount of bursty, low priority data,
The bursty traffic may be initially buffered and then metered back slowly as bandwidth
becomes available. Today both types of data are transmitted over dedicated leased
circuits.

The authors investigated the potential of saving money by designing a hybrid
communications architecture that uses leased circuits for high-priority network
communications and dial-up circuits for low-priority traffic. Such an architecture may
significantly reduce costs and provide an emergency backup. The architecture presented
here may also be applied to any ground station-to-customer network within the range of a
common carrier. The authors compare estimated costs for various scenarios and suggest
security safeguards that should be considered.

INTRODUCTION

The DSN is a geographically distributed antenna network with antenna complexes
in Canberra, Australia; Goldstone, California; and Madrid, Spain. The DSN is managed,
technically directed, and operated for the National Aeronautics and Space Administration
(NASA) by the Jet Propulsion Laboratory (JPL) of the California Institute of Technology
in Pasadena, California. Data communications between the complexes and TPL include
telemetry, command, tracking, radio science, and monitor and control information,
Downlink telemetry data are usually acquired at the remote complexes and transmitted to
JPL for further processing, and nltimately delivered to customers located anywhere in the
world.

GROUND NETWORK TECHNOLOGY

Spacecraft data are usually delivered over carefully engineered data networks
because of their high scientific value and irreplacibility. The DSN {s in the midst of
upgrading its ground networks to use the Transmission Control Protocol/Internat Protocol
(TCP/IP) suite of networking standards, and intermediate buffers. This new architecture
provides useful services such as automatic error detection, recovery, flow control, and
fault-tolerance. This transition to TCP/IP makes it possible to use commercial, off-the-
shelf network devices such as routers and bridges o interconnect local and wide area
networks. In addition, the architecture enables NASA to potentially use emerging cost-
saving technologies. One such technology that we have investigated provides dial-up
bandwidth-on-demand. The enabling devices are dial-up routers and inverse
multiplexers, which are an advancement of dial-up router technology.

_ Dial-up routers are very similar 1o traditional routers, only they include a network
interface to a switched circuil, 'Whenever the user attempts to send data to a predefined
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site, the router signals its interface to dial a dial-up router at the remote site and the
connection is established. At the completion of the call, the connection is terminated.
The user only pays for the time that the call takes place, plus a relatively small monthly
fee (similar to telephone service).

Inverse multiplexers have the additional capability of aggregating multiple
independent switched circuils to create a single higher-rate channel. An inverse
multiplexer segments the data in the outgoing data stream and sends the streams out over
the individual channgls. At the receiving end, the inverse multiplexcr accepts the data
from these channels, reorders the segments, and compensates for vanances in channel
ransit times. Inverse multiplexers can also add or remove channels from the aggregated
connection without terminating the connection. This allows the total amount of
bandwidth between the two sites to vary according to real-time bandwidth
requirements-—for economies of operation. This feature is sometimes referred 10 as
dynamic bandwidth allocation. One of the penalties of using this approach is delay
associated with establishing phone circnits (5-10 s for digital circuits and up to 30 s for
analog circuits).

Interoperability is another important issue. Early inverse multiplexers
implemented proprietary protocols to combine digital channels 1o form a transparent
aggregate stream of data. Units had to be bought in pairs from the same vendor in order
to achieve connectivity,

In September, 1991, the Bandwidth on Demand Interoperability Group -
{(BONDING) was formed. Version 1.0 of the BONDING standard was published in
September of 1992, and the first conformance event was held in April, 1993. The
specification defines a frame structure and procedures for establishing an aggregate
channel by combining multiple switched channels. It is now possible to implement
neiworks using inverse multiplexers from several different vendors (there are 31
equipment manufacturers represented in the BONDING group).

The Integrated Services Digital Network (ESDN) is stili unavailable in many
areas, and just beginning to be supported by several of the BONDING manufacturers.
An alternative technology, which is more widely available and supported, is the 56-kbps
switched type (or “Switched-56") provided in most cities in the U.5. by commercial
phone carriers. Since such circuits are entirely digital, they have low bit error rates and
provide an economical, reasonably sized increment of bandwidth. Bandwidth-on-demand
devices also work with analog modems. These modems can run wherever analog (Plain
Old Telephone Service—POTS) phone service is available (i.e. almost anywhere in the
world). There are several disadvantages: 1) circuit quality can vary widely, from
virtually error-free to unacceptably noisy in which much bandwidth is wasted on error-
correction, 2) the analog lines are only guaranieed for transmitting and receiving 4800
bps by the local service provider, and 3) calls take much longer to establish because of
low-speed protocol negotiation and carrier detection. While compression standards such
as V_42 bis create a virtual maximum throughput of 56 kbps, this maximum is rarely, if
a\f{a;; atéained, and in practice throughput varies widely depending on the compressibility
of the data.

While installation and monthly line costs are substantially cheaper on an analog
phone line versus a Switched-56 digital line, the serious disadvantages discussed above
make the analog option impractical except for (1) maintaining a single analog backup line
should the digital system fail, and (2) in the event of a power outage, the analog system
can be used during the period of time that access equipment is powered by
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Uninterraptable Power Supplies (UPS). (The digiial lines are powered by the customer,
while the analog lines are powered by the service provider.)

3 GROUND ARCHITECTURES

3.1 Remote Antenna Complexes to Pasadena, CA

DSN ground communications from the antenna complexes to Pasadena are
currently over dedicated satellite circuits that are exceptionally clean (error-free 99.5% of
the day), secure, and dependable, The overseas links are very expensive because of the
distance and generally higher cost of telecommunications in foreign countries,

An example of the nature of customer traffic can be deduced from the aggregated
spacecraft downlinks at Goldstone, CA illustrated in Figure 1. These are the data that
must be delivered to customers such as spacecraft teams, principal investigators, and non-
NASA partners. Some of the traffic is “real-time,” and must be delivered as quickly as
possible. The real-time traffic from the stations to JPL usually totals less than 200 kbps.
This traffic includes spacecraft engineering data, quick-look data, and other critical data,
These data tolerate very little additional latency (over and above the expected 270 ms
satellite propagation delays), They are not candidates for dial-up bandwidth, nor error
correction techniques made possible by TCP/IP. This traffic requires dedicated circuits.
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Figure 1 Aggregated Spacecraft Downlinks at Goldstone on January 8, 1994
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The reminder of the traffic may be delayed to provide additional cormunications
services such as antomatic error correction of 10 balance the load on the ground circuits to
Pasadena. The telemetry delivery system is capable of prioritizing the data and handling
it appropriately.

This data may be buffered at the station or at Pasadena before being passed on to
the customer. As shown in Figure 1, it is bursty (the result of brief spacecraft visibility
for Earth orbiters). Switched circuits are ideal for delivering these bursty streams
because: (1) the streams occur for brief periods of time, (2) there is no critical latency
requircment, and {3) the streams are delivered with TCPAP protocols, which provide
appropriate flow control mechanisms and are compatible with inverse multiplexers.

Leased circuits make sense when the circuit is utilized most of the time. When
considering the option of using leased versus dial-up lines, the monthly and per-hour cost
of dial-up lines and the monthly cost of the leased lines can be cxpressed in an equation
which is linear in dial-up hours. This can then be solved for the “break-even” number of
hours per month between the two approaches, If the circuoit will be used more than this
value, it makes more sense to lease.

The costs involved depend on many things: the distance between the endpoints of
the communications channel, whether or not this distance spans local service provider
arcas, the long-haul carrier (if any) used, the discount program used for leased lines (the
longer the lease, the better the monthly rate), and whether or not data transmission can be
scheduled to take advantage of lower evening and night time toll charges. -

The resulting network architecture (Figure 2) has a imited amount of dedicated
bandwidth for real-time traffic and optional “elastic” bandwidth for the lower-priority
traffic. The traffic flows initially to the router where its priority is determined and the
low priority traffic is shunted 1o the inverse multiplexer. The inverse multiplexer
establishes circuits as reguired. In addition, in the event of losing the dedicated channel,
the router may reroute high priority data 1o the inverse multiplexers to provide emergency
communications channels.
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3.2 Pasadena, CA to Customers

Once the non-real-time data is processed at JPL, it is transmitted to the individual
customers. A typical example is illustrated in Table 1, which lists the preliminary plans
for supporting the upcoming Cassini mission, Table 1 identifies the locations of the
customers for the Cassini down-link data and the expected data rates. None of the traffic
is in the real-time category, :

‘Table 1 Candidate Cassini Customer Locations

Customer Laoecation Reguired
Bandwidth
(kbps)
European Space Operation Center | Damnmstadt, Germany 56
Goddard Space Flight Center Gresnbelt, MD 56
Southwest Research Institute Phoenix, AZ 112
University of Arizona Tucson, AZ, 56
University of Heidelberg Heidelberg, Germany 36
University of London London, England 56
Johns Hopkins University Raltimore, MD 56
University of lowa Ames, Iowa 56
University of Colorado Boulder, Colorado 56

There are several options for data delivery. The first is to use traditional
dedicated circuits, which may or not be cost-effective depending on the volume. The
second is to transmit the data from JPL 0 the customer over the Internet since these
particular customers are on the Internet. Security safeguards are necessary, such as
sevure local area networks at the customer sites for hosts that perform spacecraft data
processing.

The third option 1 to use dial-up routers and inverse multiplexers, and establish
dial-up circuits as required. Security safeguards available with inverse multiplexers
include: (1) encrypted password protection, (2) dial-back featurcs, and (3) data
encryption.

3.3 Remote Antenna Sites

In addition 1o the DSN architecture, dial-up routers and inverse multiplexers may
support remotely located antenna sites, assuming that there are common carrier services
in the area. In this case there may be both monitor and control and telemetry data. If the
station is used as a transmitter, there may also be command uplink data, The volume of
data will determine the data rate required for the individual channels.

Assuming that the volume of data is relatively low, a low-cost architecture could
involve onc leased circuit and one dial-up circuit (Figure 3). We cstimated
communications costs for such a system between Goldstone and a customer site in
Pasadena with 56-kbps circuits. Such a configuration could support volume up to 605
Mbyies per day over the dedicated circuit and cost-effectively support up to an average of
20.8 Mbytes per day (625 Mbytes/mo.) over the swilched circuit. Above 605 Mbytes/mo.
a second leased circuit would he more advantageous.

The details of the crossover volume of data calculation are as follows: A leased

36k line from Barstow to Pasadena costs $538 per month. Switched-56 service is $77 per
month plus $18.60 per hour in toll charges. So the equation gives a value of 24.8 hours
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of connectivity per month as the crossover point. At a data rate of 56 kbps, this
corresponds t0 an average volume of 20.8 Mhytes of data per day.

4 SUMMARY

This paper proposes a hybrid communications architecture that uses inverse
multiplexers and dial-up circuits in addition to traditional leased circuits for spacecraft
ground communications. Such an architecture may significantly reduce costs. In some
cases it may significantly reduce the delivery time by providing additional bandwidth on
demand. With appropriate security safeguards, non-critical data may be sent directly
from the antenna complex to the end user. Therefore, the network architecture presented
here may be applied not only to the DSN, but to any ground station within the range of a
COminon carrier,

The research described in this paper was carried out by JPL, California Institute of
Technology, under a contract with NASA,
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